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FINAL REPORT OF THE CIRCSIM-TUTOR PROJECT
GRANT N00014-94-1-0338
LANGUAGE UNDERSTANDING AND GENERATION
IN COMPLEX TUTORIAL DIALOGUES
FOR THE PERIOD FROM Nov 1994 to Sep 2000

1 Introduction

CIRCSIM-Tutor is an intelligent tutoring system for the domain of cardiovascular physiology,
which carries out a natural language dialogue with the user, using a set of tutoring tactics
that mimic those employed by two expert human tutors. CIRCSIM-Tutor has been used
extensively by students at Rush Medical College, and the learning outcomes of a one hour
interaction with the program have been demonstrated. Student reaction to the program
was very positive. Here we describe the design and development of CIRCSIM-Tutor and the
studies of human tutoring upon which that design is based.

We begin by describing the current behavior of our system in trials with medical students.
Then we discuss the collection and analysis of human tutoring dialogues, which form the
basis of our system, and how novice tutoring strategies compare with those of experts. Then
we describe the development of our knowledge base, our experiments with different planners,
our attempts at modeling the student/user. Finally we discuss the approaches to natural
language understanding and generation that we have implemented in our system.

The Circsim-Tutor project grew out of a unique collaboration between experts in physiol-
ogy, who are also experts in tutoring, and experts in natural language. It started because
years of experience building computer-based learning systems for their students convinced
Joel Michael and Allen Rovick, Professors of Physiology at Rush Medical College, that real
natural language interaction was essential to building better systems. They had developed
a methodology for teaching physiology in a manner that fosters the development of problem
solving skills by medical students, specifically through the use of (1) tutorial interactions
(both one-on-one and small group), and (2) simulation-based computer-assisted instruction
(CAI). They had been building CAI systems for years, including a PLATO program called
HEARTSIM (Rovick & Brenner, 1983) and CIRCSIM (Rovick & Michael, 1986, 1992).

At the same time they had become increasingly aware of how much time and attention they
devote to the use of language in their small-group and one-on-one sessions with students.
They were convinced that teaching the language and the content of their discipline are
inextricably intertwined. Language, they felt, must be an integral part of any tutoring
dialogue that tries to give students a high level of understanding of complex processes.

The development of simulation-based CAI culminated in a program called CIRCSIM (Rovick
& Michael, 1986). The educational objective of CIRCSIM is to assist the students to develop
a coherent mental model of a particular negative feedback system, and to learn a problem
solving process for predicting the behavior of this system and others like it. CIRCSIM
presents students with a problem, a perturbation to the negative feedback system that




acts to stabilize the blood pressure. Then it asks the student to predict the qualitative
behavior of seven important physiological parameters in response to this perturbation. It
analyzes these predictions, identifies the errors, links them to the most likely underlying
misconceptions, chooses a canned paragraph of textual explanation to remedy them from
over 240 alternatives, and presents that paragraph to the student.

CIRCSIM is an effective learning resource; it is well received by students and it has been
shown to have an appreciable impact on their learning (Rovick & Michael, 1992). Still,
CIRCSIM is a conventional CAI program. It lacks the ability to understand or generate
natural language text. Hence, it accepts only simple key strokes as inputs and can only
present stored text in tutoring or in offering explanations. Furthermore, its student model
is “generic” not student specific.

As Michael and Rovick searched for ways to improve CIRCSIM, they became more and
more frustrated by its inability to carry on a true natural language dialogue between stu-
dents and the computer. They realized that the “canned” output significantly limited the
kinds of interactions, evaluations, and instruction that a program can deliver. They became
convinced that the lack of natural language dialogue severely limited the ability to uncover
misconceptions and remedy them. Their search for natural language expertise brought us
together. I was impressed by their expertise in CAI and their ideas about tutoring and eager
to try to dialogue generation.

We set out to develop the ability to understand and generate the language of cardiovascular
physiology on the computer. Obviously, we needed to develop a knowledge base for this
complex and domain. Even more we needed to find out how to organize and structure the
tutoring session and to discover how to carry on a tutoring dialogue. To answer all these
questions we turned to the study of actual tutoring dialogues. We also determined that the
tutor we built should fit into course laboratories but also be designed to run on its own
for students who wanted to review this material in preparation for boards. We decided to
plan the implementation in incremental style so that it could be tested with actual students
repeatedly during development.

Nakhoon Kim (Kim et al., 1989) wrote a Prolog prototype so that we could begin to un-
derstand the collection and analysis of student predictions and build a first version of the
student model. ONR was using Xerox Lisp machines at that point so we borrowed two from
the ONR center at LRDC and got them up and running with the help of Alan Lesgold. Yoon
Hee Lee wrote the first input understander on one of these machines while Jun Li wrote the
first screen manager and Yuemei Zhang (1991) wrote the first generation program on the
other. These pieces of “Version 1” were never integrated, because Xerox went out of the
hardware business and ONR decided to switch to the Macintosh. We converted these pro-
grams to Procyon Common Lisp. Chong Woo wrote a planner and integrated the pieces into
Version 2 with a student modeler from Leemseop Shim and a new generator from Ru-Charn
Chang (Woo, 1992). See Figure 1 for a system diagram for Version 2 and Figure 2 for a
screen print. The system presents a problem situation and asks the student to predict the
qualitative behavior of seven important variables (shown on the lower right of the screen).

Then it marks the prediction errors with a slash across the box and starts a remedial dialogue
with the student.
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Figure 1. CIRCSIM-Tutor System Diagram for Version 2

(Woo, 1992, p. 9)
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We paid medical students to use the system one at a time just as soon as we put it together in
1992. We learned a tremendous amount even from those first encounters. Michael and Rovick
complained that the hints were terrible and we began to realize that we had misunderstood
what they said about hints. They also complained when the system reused the same tutoring
strategy that had just failed with a student. We realized that we needed to add tutoring
history files and alternate strategies. We began to read papers on discourse analysis from
psychology, sociology, and computer science.

It took five years of work (1993-1998) until the system was ready to be used as a regular
part of the course. As we studied the tutoring transcripts we realized that the multiturn
strategies and complex language and different tutoring protocols (Khuwaja, 1994) that we
saw would be hard to implement with the generation patterns implemented one sentence at
a time in Version 2. We started to talk right then about the Version 3 that is just coming
to life now in 2000.

A major part of the effort was improvement of the input understanding programs — students
are not comfortable carrying on a dialogue with a program that does not seem to understand
them. The original input understanding program responded far too often with “I am sorry,
I do not understand you. Please rephrase.” Finally, Michael Glass (1999) wrote a totally
new input understanding program using an information extraction technique. In April,
1998, twenty-three first-year students from the alternative (problem-oriented) curriculum
at Rush used our system in a one-hour laboratory session. To our surprise many of them
completed three procedures. These students expressed a great deal of enthusiasm in a survey
we administered immediately after their session; they also made a number of very useful
suggestions. '

2 Medical students are using CIRCSIM-Tutor and it
works

In November, 1998, fifty students tried the system in a two hour laboratory with pre-tests
and post-tests and questionnaires. The students showed marked improvement from pre-test
to post-test. What is more, the improvement appeared not just on CIRCSIM-like problems
but carried over to different kinds of reasoning problems. Twenty-four students used the
system in pairs and twenty-six were alone at a machine. The advantage shown in working
with a partner in the CIRCSIM experiments did not appear here. This time the majority
of the students completed four procedures. Their answers on questionnaires appeared to be
even more enthusiastic.

What is more, the system did not fail under the onslaught and the new input understander
was able to respond to over 95% of the inputs. When the system did not understand the
student, it described the kind of input it was expecting in terms the student could understand.
In the following example the student gives an answer that the system does not understand,

but it manages to respond appropriately anyway. More exarﬁples of Version 2 delivering
hints appear in Figure 5.




Tutor: By what mechanism is Total Peripheral Resistance controlled?
Student: Metabolic factors
Tutor: Is the mechanism of control neural or physical?

Student: Neural

This success persuaded us to try a full-scale experiment in November, 1999. Yujian Zhou
rewrote the basic student modeling program and added three more modeling components in
order to tailor hints and acknowledgements to the user (Zhou 1999a,b). Also, Byung-In Cho
built a curriculum planner that uses a global assessment of student performance to plan an
individual curriculum for each student (Cho et al. 1999).

Our experiment in November, 1999, involved all the students in the first-year class at Rush
Medical College. Half of the class used CIRCSIM and the other half used CIRCSIM-Tutor.
Twenty-five of them were also tutored in keyboard-to-keyboard fashion by Michael and
Rovick the weekend before the laboratory sessions. A control group read a prepared text
and recevied no tutoring at all. The students took pre-tests and post-test and also filled
out questionnaires designed to discover how the students reacted to both computer-based
tutoring systems. The analysis of the results is not complete, but again we see significant
improvement in students using CIRCSIM-Tutor.

3 Collection and analysis of human tutoring dialogues

The collection and analysis of human tutoring dialogues has been the basis of the design of
our system every step of the way. We have now collected seventy-five transcripts of keyboard-
to- keyboard tutoring sessions, mostly one hour long, carried out with the student in one
room and our expert tutor in another, with the goal of capturing the kind of dialogue we
wanted the machine tutor to produce. Li (1992b) wrote the CDS system to allow us to
capture these dialogues. During the last year Zhou rewrote CDS in C++4 so that it uses the
Internet. The expert tutors were Michael and Rovick, who are domain experts in physiology
and pedagogical experts in tutoring. We have also collected thirty tutoring sessions carried
out by novice tutors (Glass et al., 1999).

Most of these sessions have lasted one hour or close to it, during which the tutor and the
student solved one problem together. Most earlier studies of human tutoring had been car-
ried out with grade school or high school level students, where poor motivation and poor
performance were the major issues. Impressed by the tutoring skills displayed by our experts,
Ramzan Ali Khuwaja (Khuwaja, 1994) suggested that we carry out a series of two hour ex-
periments, in the hope that we might see changes in the student language and improvement
in their problem-solving skills. Rovick and Michael did indeed carry out nine such two hour
sessions, with the students working on two different problems. At Khuwaja’s suggestion
we also arranged for a control group of medical students to read some selected materials
and take the same pre-test and post-test as the tutored students. Results showed that the
improvement seen in the tutored students was significantly greater than the improvement




shown in the control group even with this small number of students. Thus tutoring produced
a demonstrable improvement even in these highly intelligent and thoroughly motivated stu-

dents (Michael & Rovick, 1993).

Analysis of these sessions is the basis of the tutoring strategies and tutoring tactics, the

problem-solving components, the student modeler, and the domain knowledge base in CIRCSIM-

Tutor. We applied the same kind of approach to tutoring language as we set out to discover
how a tutor generates the language that represents one side of a tutorial dialogue. We
analyzed the transcripts to determine what the tutor chooses to talk about and how that
information is organized and expressed.

When we began to analyze the transcripts, we had very little experience in dialogue analysis,
so initially most of our analysis was intuitive. We read and reread transcripts and tried to
express what we saw in the form of rules. We also asked our expert tutors question after
question. After each student turn we asked: How does this answer change your ideas about
the student? What do you think is the source of confusion here? After each tutor turn we
asked: Why did you ask that question? What are you trying to accomplish here? Sometimes
the tutors could tell us; sometimes they could not. Many times we asked the wrong questions.
A visit from Kurt VanLehn taught us that it is much more effective to ask questions while
the tutoring is in progress and also launched Hume’s investigation of hinting.

Almost unnoticed, Hume also took an important methodological step. He entered the hint
categories into the electronic version of the transcript. At the urging of Reva Freedman, we
started to place SGML markup in our transcripts to describe all the phenomena we saw. She
put us in touch with the dialogue markup carried out by Allen and Moore (DAMSL, 1997)
on task-assistance dialogues. SGML markup allowed us to make much more accurate counts
of various phenomena. The distribution of free SGML tools from Edinburgh (McKelvie et al.
1997) allowed us to automate this counting process and also to apply machine learning pro-
grams much more easily. Zhou was the first among us to apply machine-learning techniques
to our transcripts. Often the output of the machine learning process is rules that we initially
intuited, but sometimes new and better rules drop out (Freedman et al., 1998a,b; Kim et al.,
1998a,b). The markup process is very labor intensive but the output has justified the effort.
Kim’s (1999) markup manual was an important step in making our markup consistent and
repeatable. (An example from this manual is shown in Figure 3.) This work also makes it
easier for us to revisit old questions and substantiate the results with statistical analysis.

4 Experiments with novice tutors

We undertook two sets of experiments with novice tutors, one in 1994 and the other in 1996,
with the goal of trying to characterize expertise in tutoring (Glass et al., 1999). The sixten
transcripts from the first experiment showed so many tutoring errors in physiology and so
many problems in using CDS that we decided to try again and the analysis reported comes
from the second set of fourteen transcripts.

There are major differences between the novice tutors and the experts. Most important, the
experts are much more likely to give hints and ask questions, where the novice tutors tell the




<T-tutors~-via-determinants var=RAP>
<T-tutors-determinant>
<T-elicits>
tu:What parameter determines RAP?
<S-ans catg=near-miss>
st:CVP.
</S-ans>
</T-elicits>

<T-moves-toward-PT method-type=inner>
<T-tutors-determinant var=CVP>
<T-elicits>
tu:What determines CVP?
<S-ans catg=near-miss>
st:Blood volume [CBV].
</S-ans>
</T-elicits>
</T~-tutors-determinant>
</T-moves-toward-PT>

<T-moves-toward-PT>
<T-tutors-determinant var=CBV>
<T-elicits>
tu:What determines CBV?
<S-ans catg=correct>
st:CO.
</S-ans>
</T-elicits>
</T-tutors-determinant>
</T-moves-toward-PT>
</T-tutors-determinant>

<T-tutors-value>
<T-elicits>
tu: How would RAP change?
<S-ans catg=correct>
st: Decrease.
</S-ans>
<T-ack type=positive>
tu: Correct.
</T-ack>
</T-elicits>
</T-tutors-value>
</T-tutors-via-determinant>

Figure 3. Example from Jung Hee Kim's SGML Markup Manual
Showing Mark-up of the Response to a "near miss" Student

Answer (1999).




students the answer. If we look at which participant states the final value for the variable in
a series of DR tutoring episodes, we see that the expert tutors get the student to give that
value 85% of the time, while the novice tutors get the student to give the value only 56% of
the time. The novice tutors also drag in extraneous concepts (Kim, 2000); they consistently
use more concepts in tutoring a given variable than the experts do. The experts are more
successful in getting active participation from the students. On the average, there are 4.74
student initiatives per session in the expert sessions and 3.21 in the novice sessions.

The novice tutors also ask the students “Do you understand?” or “Right?” while the
experts almost never ask such questions; they ask substantive follow-up questions instead.
Michael and Rovick told us at the beginning of our work together that CIRCSIM-Tutor
should never ask such questions. They had already discovered what Graesser (1993a,b) has
since demonstrated more formally; such questions are a waste of time.

5 Building the knowledge base and the problem solver

The existing Knowledge Base is the sixth that. we have built to support Circsim-Tutor.
These changes in the Knowledge Base have come about because of new requirements from
the Problem Solver and from the generation components.

As our understanding of the complexity of the generation task has increased we have dis-
carded the old problem solver and built a new problem-solver and a new knowledge base
five times. Nakhoon Kim (1989) built the first one as part of a Prolog prototype. That first
problem solver solved all the problems correctly, but not in the way that Allen Rovick and
Joel Michael wanted to teach the students to solve them. The knowledge base was a collec-
tion of Prolog rules. So Kim built a second problem solver and rewrote the knowledge base
to support it. This one solved the problems the way the tutors wanted the students to learn
to solve them. But this problem-solver still did not provide a trace of the problem-solving
process that the machine tutor could use as a basis for tutoring. Kim (1989) replaced it with
a forest, a set of trees, one for each of the four procedures in the system at that time; each
tree represented the ideal solution path for that procedure.

Yuemei Zhang (1991), who wrote the initial version of the text generation component in
Lisp, was still not satisfied. She complained that the solution paths did not give her a
representation of the problem-solving process that she could describe to students (1987). She
built a new knowledge base, a frame system that represents the problem-solving algorithm
in a declarative form, as well as all the concept map information. Zhang (1991) also pointed
out the need for some higher-level concepts not originally represented in the knowledge base
like “neural variable,” so that the tutor can explain that “neural variables don’t change in
DR.” This frame system is still in use in Version 2 with some additions from Yujian Zhou
to support four more procedures and her new student model (Zhou, 2000).

The need for a new knowledge base for Version 3 was demonstrated by Ramzan Ali Khuwaja
(1994). He envisioned a three layer knowledge base with many more procedures and a
curriculum planning component to manage them and then implemented this knowledge
base in CLOS. He also persuaded Allen Rovick to write more procedures and to develop




procedure descriptions at different levels of complexity for use as the students progressed in
sophistication.

Reva Freedman argued for replacing much of the knowledge embedded in frames by rules,
which are easier to understand, easier to change, and easier to write about. She actually
carried out the difficult task of representing the tutoring strategies and tactics in this way
in her dissertation (1996). Increases in speed and memory size over the last ten years have
made it possible to interpret rules in real time.

The task of developing and testing the rules for curriculum planning as well as adding the
rules to support 83 procedures and procedure combinations has actually been carried out
in the last year by Byung-In Cho (Cho et al., 2000a, 2000b). He has written the curricu-
lum planner as a set of planning operators in Freedman’s new Atlas Planning Environment
(2000a,b), described in the next section.

6 Planning as a central issue in the generation of tu-
torial dialogues

The more we studied the tutoring transcripts the more we came to realize the tremendous
amount of planning that expert tutors actually accomplish. They may plan what procedure
to present in advance, but most of that planning is done dynamically, during the tutoring
dialogue. The tutor plans to discover the student’s misconceptions (the prediction table
is major help here) and then plans to remediate those misconceptions. The remediation
strategy typically takes several steps, each with its own set of alternative tactics. Then the
tutor must plan how to deliver each message in sentences that themselves require further
planning.

One of the major achievements of our research project was the planner built by Chong Woo
Woo (1991) to solve these problems. It is a dynamic hierarchical planner that supports
multiple layers of goals and subgoals in the lesson planning process and then multiple layers
of strategies and tactics to carry them out these plans. Woo not only designed and built
the planner but he integrated the natural language components, the problem-solver, the

knowledge base, and the student modeler into a functioning system with the planner as
controller (Woo, 1992).

Woo’s planner is still the central component of Version 2, where it has driven the system
through all our trials with medical students. It has continued to support the system through
multiple changes in other components, but over the years some problems have been noted.
Sanders (1995) described several kinds of multiturn tutoring strategies carried out by the
expert tutors, such as multistep hints and directed lines of reasoning; he suggests that it
would be easier to implement these strategies if we separated the planner and the control
functions that are combined in Woo’s design.

Freedman (1996) pointed out the problems that occur when a student unexpectedly fulfills
several tutorial goals in one turn. Suppose the system asks the student for the determinant
of cardiac output and the student not only tells us that the determinant is stroke volume,




but also informs us that since the stroke volume has gone up, the cardiac output must go
up as well. The system sounds very stupid, if it goes ahead and asks the student for the
relationship between the variables and then for the change in cardiac output. But the code
required to recognize what has occurred and fix the plan is very messy. She showed that
a planner that checks at every step whether its goals have been satisfied can behave much
more like a human tutor. She also noted that the central structure of Woo’s system is to lay
out a lesson plan and follow it, but that the expert tutors have as an even higher level goal
the need to sustain the dialogue.

Freedman (2000a,b) has now developed a reactive planner ATLAS, that can handle these
problems while carrying out multilevel plans, and that provides in the Atlas Planning En-
vironment (APE) a way to integrate tutorial planning and discourse planning. This work
was carried out at the University of Pittsburgh as part of Kurt VanLehn’s CIRCLE project,
where it serves as the engine for the ATLAS tutor. Atlas was motivated not only by diffi-
culties with Woo’s planner but by problems identified in using the Longbow text planner of
Young and Moore (Young, 1994), which in turn was based on UC-POP.

In reactive planning the system chooses a schema for a new dialogue segment, but does not
produce a detailed plan for the next turn until it proceeses the student response. Reactive
planning corresponds well to the needs of tutorial dialogue. There is no need to plan the
whole dialogue in detail, because the system cannot predict how the student will respond.
However, the system may choose a multiturn schema to deliver a summary or to remediate
a misconception. This schema serves as a top-level outline for a discourse segment. After
each student response, the system decides whether to continue with the current schema,
to insert some extra material before proceeding, or occasionally to abandon the schema
because the student has revealed signs of deep confusion. The APE approach avoids the
need to backtrack, which is essentially impossible in a conversation - the system cannot
un-say a previous remark because the student did not give the expected response.

The ATLAS user must produce operators that contain goals for each task the planner is
trying to accomplish. Each operator contains goals, as well as preconditions that must be
satisfied before the operation can be performed, a set of steps for the operation, and a filter,
which is a list of Well-Formed Formulas that must be in the database before the system runs
the operator (Freedman, 2000a,b).

Our Version 3 is now written in APE as well. This decision required us to rewrite parts of

the user interface and the problem solver, but the result is a much cleaner design and much
more readable code.

There are two important differences between the architecture of Version 2 and the architec-
ture of Version 3. Version 3 has more knowledge stores (in addition to the Domain Knowledge
Base and the Student Model, there is a Lexicon, a Tutoring History, and a Dialogue History)
and they can be accessed by any module in the system. The box marked Instructional Plan-
ner in the Version 2 diagram has been replaced by three boxes in Version 3 (the Curriculum
Planner, the Discourse Planner, and the Turn Planner), while the Text Generator box is now
a surface realization engine. In fact, the planning is all done by Freedman’s Atlas Planning
Engine and these boxes are separate sets of Atlas planning operators.




7 Modeling the student

The original student model, designed by Leemseop Shim, was basically an overlay model
plus a list of known misconceptions, a very primitive buggy model. We stored c¢’s and w’s
(c for correct and w for wrong) to record each answer given by the student in the prediction
table or in the natural language tutorial dialogue.

We decided that we needed a certainty function defined for strings of ¢’s and w’s. We wanted
it to take values in the range [0,1] so that we can compare them with probability values if
we can ever figure out a way to establish valid probability estimates. More important, this
function needed to model the conviction of our expert tutors that the most recent evaluation
of the student’s response is the most important. Thus, if the leftmost character in the string
is the oldest and the rightmost is the newest, we require that

CF(c) > CF(w)

CF(cc) > CF(wc) > CF(cw) > CF(ww)

CF(ccc) > CF(wee) > CF(cwe) > CF(ccw) >

CF(wwc) > CF(wew) > CF(cww) > CF(www)
Our tutors feel that three responses on a given topic is the most that they ever remember,
so at the moment we use only the three most recent responses. It seems reasonable also to
set the value to 0.5 for the empty string. In other words, before we receive any information

we have an estimate of certainty of 0.5. We decided to use finite convolutions to model this
behavior. Thus we define our certainty function as follows:

Rn—k+iWn—k+i +...+ Rn—IW -1+ Ran
Wn——k+i +...+ Wn—l + Wn

CF(Ry,...,R,) =

where CF(Ry, ..., R,) is the value after n responses,
R, is the nth response,
k is the window size, i.e., the number of responses considered,
W, is the weight for the nth response,
R, _xy; = 1.0 if the response is “c,”
R,_i; = 0.0 if the response is “w,”
and if n — k47 < 1, then R,_4; = 0.5, for an unknown value.

If the weights W,,, W,,_1,... are set to non-negative values and at least one is nonzero, it
follows that the value will always be defined and will always lie in the unit interval. This
brings us to the question of how to choose the value of k and the last k weights. Since our

tutors claim they never remember more than three answers on any topic, we have temporarily
set k = 3.
Our tutors seem comfortable with the weights:

Wn = 57 W'n.—l = 3,Wn—2 = 1.

Thus we accept that the student knows the concept if the value of the certainty factor is .95
or greater and that there is serious confusion if the value is .5 or less.
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This formula has several advantages: it is easy and fast to compute; it obviously weights
more recent information more heavily; and it does not require that the model be initiatlized
to some preset value.

Our expert tutors found it very difficult to discuss student modeling issues. Apparently this
part of the tutoring task is less conscious than hinting, for example. They do describe using
both global and local assessments as the bases for their choice of hints and acknowledgments.
Since Shim’s model does not provide this kind of assessment, Yujian Zhou decided to redesign
and rebuild the student model to overcome these limitations.

Zhou’s model contains four components, designed to provide input for four different levels
of planning: the global assessment (an overall assessment of the student’s performance), the
procedure-level assessment (an assessment of how the student is performing on this procedure
so far), the stage assessment (one for each stage, DR, RR, and SS), and the local assessment
(measured for each variable that has been tutored in this stage).

The global assessment combines an assessment of how well the student is performing in
making initial predictions in the prediction table, how well the student responds to hints,
and how well the student is doing in the tutoring dialogue. The procedure assessment
contains these same variables looked at only in the current procedure, etc. Each answer is
categorized as correct, partially correct, a near miss, an “I don’t know” answer, or totally
wrong, and this answer category is recorded in the tutoring history and weighted to produce
a performance score (Zhou, 2000).

The student model is still not storing any measure of student unease. We are convinced that,
when the student makes angry remarks or indicates uncertainty, the system should notice
this and try to relieve the student’s frustration.

8 Understanding natural language and spelling cor-
rection

The original language understanding program for CIRCSIM-Tutor was a simple bottom-up
chart parser written by Yoon Hee Lee (Lee & Evens, 1998) on a Xerox Lisp machine. Lee
spent most of his time and energy on spelling correction because he felt that this was the
real challenge for a system accepting free natural language input. At the time I tried to
convince him to work on the parser instead, but I am now convinced that he was right. The
problem of spelling correction in a dialogue system is very different from the word processing
applications that most people are familiar with. Students do not want to choose between
alternative spellings; they want the system to figure out what they mean and continue on with
the dialogue as a human tutor does. The students used a lot of medical abbreviations, which
Lee added to the lexicon along with error forms too small to recognize by standard correction
algorithms like “teh” and “hte” and “fo.” They also invented spontaneous abbreviations
quite often by stopping typing part of the way through a word. Lee handled this by reducing
error cost for missing letters as the system got closer to the end of a word.
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At the beginning of this project we carried out extensive studies of the language used by the
tutor and by the student (Seu et al., 1991) and then built a lexicon using tools developed for
the IITLEX project by Ahlswede, Conlon, and Strutz (Ahlswede, 1985; Conlon et al., 1993,
1994). Dardaine (1996) wrote case frames for use in parsing and generation.

In order to deal with some of the ambiguities that Lee’s parser could not handle, Elmi (1994)
wrote a new top-down parser, which proved to be too slow for our application but which
works quite well on newspaper text. In the process (Elmi & Evens, 1998), he reprogrammed
and speeded up the spelling correction algorithms and this part of his work survives in
the current system. C.P. Rosé has also adopted our approach to spelling correction in the
LCFLEX parser, which is being used in other tutors.

Michael Glass (1996, 1997, 1999) developed a new understander, modeled on the technology
developed for information extraction. The central mechanism is a cascade of finite state
transducers. Finite state machines are popular because they are fast and modular (Roche
and Schabes, 1997). Each machine produces an output, which is usually some modification
of the input.

The new module has a number of special purpose finite state machines. One FSM copes
with copula deletion, removing finite forms of the verb “to be,” but leaving the abbreviation
“is” for inotropic state. Another looks for names of parameters and their abbreviations, and
also verbs of change. Another looks for negations and combines them with verbs of change,
so that “doesn’t change” is tranformed into “neg + change.” Another looks for words and
phrases that indicate proportionality.

This new module did exceptionally well in the experiment in November, 1998. Out of 1801
student turns, only 24 were not understood. Ten of these were so garbled or ambiguous
that humans could not understand what the student meant either. Another nineteen made
sense but were not recognized in any useful manner. Six of these nineteen had spelling errors
that the system could not correct (but it did correct thirty such errors appropriately). In
seven cases the system failed because of a missing or incomplete lexical entry (two of these
involved abbreviations). In two cases the student asked for help but the system did not
understand. Two more turns included unprintable expressions of frustration. Finally, two
involved domain concepts beyond Circsim-Tutor’s knowledge.

9 Generating natural language dialogues

9.1 Multiturn planning and directed lines of reasoning

Gregory Sanders (1995) was the first to recognize and study the many places where Michael
and Rovick show evidence of plans that involve a long series of turns. He first noticed this
phenomenon in the following summary, which he called a “Directed Line of Reasoning” or
DLR, for short (Sanders, 1995, p.94).
K12-tu-65-2: Now consi.e. the first things that are going to change are the things that
are under neural control, which of these determinants would be the first affected?

K12-st-66-1: Cc
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K12-tu-67-1: Of course!

K12-tu-67-2: And in what direction?
K12-st-68-1: Decrease

K12-tu-69-1: Rightr again.

K12-tu-69-2: And how would that affect SV?
K12-st-70-1: Decrease

K12-tu-71-1: Sure.

K12-tu-71-2: And what affect would that have?
K12-st-72-1: Decrease co

K12-tu-73-1: Yes again.

K12-tu-73-2: Then what?

K12-st-74-1: Map d

K12-tu-75-1: Yes, again.

K12-tu-75-2: And in this regard.

K12-tu-75-3: It is MAP that is regulated by the BAROceptor reflex.
K12-tu-75-4: That’s why it’s called that.

He started to look for more examples and realized that shorter ones occur quite frequently
in Michael and Rovick’s tutoring sessions. When they want to produce an explanation
or deliver a summary or remediate a student misconception, they typically do so in as
interactive a manner as possible. Students often confuse Cardiac Contractility with the
Frank-Starling (length-tension) effect. The tutors have developed a plan for remediating
this misconception):

Step 1. Describe the Frank-Starling efffect.
Step 2. Define Cardiac Contractility
Step 3. Explain the relationship between them.

Apparently, when they are executing such a plan, they decide at each step whether the
student might already possess this piece of information. If so, they ask the student; if not,
they provide it themselves. Thus an implementation of this plan may look like this (Sanders,
1995, p. 90), if the student seems totally confused: -

You are confusing the Frank-Starling effect with IS. They are not the same. You
will recall that the Frank-Starling effect is a length-tension relationship of muscle
fibers. An increase in filling or preload (EDV) results in an increase in SV. In
contrast, IS is determined by the autonomic nervous system. A change in IS
will cause a change in SV with EDV held constant. In effect, an change in IS (a
positive inotropic effect) will shift the Frank-Starling curve along the axis.

but like this if the student is otherwise doing well:

T: You are confusing the Frank-Starling effect with IS. Do you recall the Frank-Starling
law?

S: It describes the length-tension relationship for muscle fibers.

T: Now can you define IS (which is also called cardiac contractility)?

S: The force with which the heart contracts.
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T: Yes and IS is neurally determined. A change in IS will move shift the Frank-Starling
curve along the axis.

Implementing a multistep dialogue like this is dificult in a system that generates and delivers
sentences one at a time, when the plan must change if the student fails to answer a question.

9.2 Hints

From the begining of our work together, Michael and Rovick emphasized the importance
of hints in tutoring. They told us that hints are an essential part of tutoring, and that
they make frequent use of this strategy. They also suggested a rule of thumb for hinting.
When the student gives a wrong answer, the system should hint. If the student still gets it
wrong, the system should hint again. If the student gets it wrong the third time, the system
should give the answer. So we tried to add hints to the generated dialogue, mostly beginning
“Remember” or “Think about.”

In the 1993 trials Michael and Rovick told us that the hints were terrible. We realized
somewhere in this discussion that we had only recognized one type of hint — the reminder
kind. We were missing half of the hints they were producing. At about this same time,
Kurt Van Lehn came to visit and taught us a great deal about how to observe dialogues
and ask questions. He arranged to interview the student while the session was in progress,
something that we had never thought to try. This meant that the tutor had time to talk to
an observer too. Gregory Hume, one of our Ph.D. students, seized the opportunity to observe
Michael during a two-hour tutoring session. Michael described this student as a “live one,”
one who really responded to hints. The next student, he observed to Hume, was confused
by hinting — and at this point, Michael stopped producing hints. We had not realized what
a conscious process hinting is and we had not asked the right questions here. Hume chose
hinting as a dissertation topic and started on a detailed study of hints and hinting strategies,
which convinced us that hinting is a central issue in one-on-one tutoring (Hume et al., 1996).
We found very little literature on this subject, perhaps because Grice (1968) disapproves of
hinting.

Hume identified two broad hint categories, while analyzing a series of nine two-hour tutor-
ing sessions. Hints either directly convey information to the student (ci-hints) or point to
information (pt-hints). These two hint categories may be further broken down as shown in
Figure 4.

Yujian Zhou has now implemented most of Hume’s results on hinting, using APE operators.
These operators make use of the student answer category (e.g., near-miss), the tutoring goal,
and the local student assessment to determine the choice of hinting strategy from Hume’s
analysis. Examples are shown in Figure 5.

9.3 Discourse schemas and their implementation

Yuemei Zhang (1991) argued the need for schemas as high-level discourse plans in CIRCSIM-
Tutor. Some of the schemas that she proposed wound up as discourse strategies in Version
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CI (Convey Information) Hint Categories:

Summary and
material in
question.

Summary and
except that

Explanation
information

Explanation
except that

Question: This kind of hint is a review of previous
the tutoring session followed by an explicit

Implied Question: Same as the previous category
there is an implicit question in the hint.

and Question: This kind of hint is an explanation of
in the knowledge base followed by an explicit question.

and Implied Question: Same as the previous category
there is an implicit question in the hint.

Explanation/Summary and Question: This kind of hint contains a
summary of previous dialogue along with an explanation of

information

in the knowledg base followed by an explicit question.

Explanation/Summary and Implied Question: Same as the previous

except that

there is an implicit question in the hint.

PT (Point-To-information) Hint Categories:

Question, Explicit or Implied: 1In this hinting style, the
tutor asks a question in hopes that the student can discover
the solution to the problem using known information.

Reply to Student Question with a Question: 1In this category,

the tutor tries to get the student to answer his or

Partial Acknowledgment (positive or negative): The student has
partially answered the question, but has either forgotten
something or incorrectly stated part of the answer.

Summary of Implications of Incorrect Student Response: This kind
of hint uses the student's responses to show that following this
logic contradicts some previously established rule or fact.

Figure 4. A Taxonomy of Hints (Hume et al., 1993, p. 566)

her own question.




Near-Miss Example 1:

T. What is the determinant of Central Venous Pressure?

S: central blood volume

T: And what parameter in the prediction table determines Central
Blood Volume?

S: cardiac output

T: Right, CO determines CBV, therefore determines CVP.

Near-Miss Example 2:
T: What is the determinant of Central Venous Pressure?
S: cbv
T: And what parameter in the prediction table determines Central
Blood Volume?
S: is
T: No. Lets go back to the determinant of CVP.
Central Venous Pressure is determined by Cardiac Output.

Near Miss Example 3:

What is the determinant of Central Venous Pressure?

blood volume

Blood Volume determines CVP. However, no change in blood

volume occurs in this situation.

S: co

T: Correct, Central Venous Pressure is determined by Cardiac Output.

n——]U)n—]

Partially Correct Answer Case Example 1:

T: What are the determinants of Stroke Volume?

S: is

T: Right, Inotropic State is one determinant of Stroke Volume.
The other determinant represents preload.
What is the other determinant of Stroke Volume?

S: cvp
T: Right, Central Venous Pressure is one determinant of Stroke
Volume.

Stroke Volume is determined by Central Venous Pressure and
Inotropic state. .

Incorrect Answer Case Example 1:

T: If afterload, i.e. MAP, decreased, which is what happened in
this case, what should SV be?
What is the correct value of Stroke Volume?

S: decrease

T: No, the value of Stroke Volume is not decreased.
Remember, if afterload decreased, the heart can pump blood out more
easily.
What is the correct value of Stroke Volume?

S: increased

T: Correct, the value of Stroke Volume is increased.

Mixed Answer Case Example 1:

T: What is the determinant of Central Venous Pressure?

S: blood volume blood pressure cardiac output

T: Right, CO is the one I am looking for. Blood Volume certainly
determines CVP. However, no change in blood volume occurs in this
situation. So, CO determines CVP.

Figure 5. Examples of Hints Given by Version 2 on 11/16/98.




2. But it was Reva Freedman (1996) who developed our current repertory of schemas as well
as our current methodology for implementing them.

Freedman examined the discourse plans in our tutoring session transcripts and pointed out
the wide variety of schemas used by Michael and Rovick. She also demonstrated the impor-
tance of the student answer in the choice of the expert response. She took scenarios written
by Khuwaja for primary variable tutoring and developed families of schemas for them. She
worked out many more scenarios herself to cover all our tutoring situations. See Figure 6
for an example. She then developed schemas for these scenarios and came up with a way to
represent these schemas as plans.

The next step was to generalize these plans as planning operators. Freedman went on to
build APE, the Atlas Planning Environment (2000a,b), while working with Kurt VanLehn
on the CIRCLE project. She then expressed these planning operators as APE operators,
which can now be executed by APE, as well.

9.4 Correction/acknowledgments

When Dr. Susan Chipman first used our system she commented on the fact that Version
2 was delivering acknowledgments much too often. Every time the student produced and
answer the system responded with “Correct” or “Wrong.” Human tutors do not do this.

Study of the transcripts showed that Michael and Rovick often combine negative acknowl-
edgments and hints (Spitkowsky & Evens, 1993; Evens et al., 1993). To discover how these
processes interact, we began by identifying the negative acknowledgments in the nine key-
board sessions used in our initial research on hints (K30-K38). Each of these sessions is two
hours in length. In these sessions there are 197 negative acknowledgments and 194 hints.
There are 125 cases where hints and negative acknowledgments are combined. Thus, if we
look only at negative acknowledgments, out of the total of 197, 125 (63%) were combined
with hints. If we look at hints, out of the total of 194, 125 (64%) are combined with negative
acknowledgments. Hinting in a tutoring session can occur after a negative acknowledgment
or in response to obvious student confusion or an explicit student initiative. Therefore, many
hints were not associated with a negative acknowledgment. Equally, negative acknowledg-
ments do not always lead into hints. This is because the tutor can give a negative response
and follow it up with an explanation or just a simple statement of fact.

To discover how to avoid too many explicit acknowledgments, Stefan Brandle investigated
our transcripts using Clark’s theory of joint actions, and devised a number of rules for
dropping acknowledgments. Underlying these rules are a couple of principles that we failed
to grasp until Brandle’s analysis. When a tutoring goal is satisfied, the tutor goes on to
the next topic. Therefore, when the tutor changes the topic, the student can infer that the
last answer was correct, but when the tutor continues on with the same topic, the student
can infer that there is a problem. These are very general guidelines and a number of rules
are needed to generate acknowledgments properly. For example, when the student has been
doing badly or shows other evidence of confusion, the tutor will provide explicit positive
acknowledgments.
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Can you tell me how TPR is controlled? /

M What is the primary mechanism which controls TPR?

Sympathetic Radius of I have
Nervous system vasoconstriction arterioles no idea
Right Right And what Which is TPRis

controls that? neurally neurally
I controlled  controlled

TPR is neural

@ And we're in the pre-neural period now /
Remember that we 're in the pre-neural period

3) So what do you think about TPR now?

Figure 6. Schemas Developed by Reva Freedman (1996)




While our tutors use a large variety of negative acknowledgment strategies, they clearly use
more explicit negative acknowledgments than the tutors studied by Fox (1993a,b). Where
could we look for an explanation of these differences? There is certainly a difference in the
social situations underlying these studies. In the case of the Fox study the tutors are graduate
students hired to help undergraduates through a physics course. Our tutors are professors
who are tutoring students taking a course from them that covers this same material. The
tutors are also the employers in our situation. The educational situations are also very
different. The students in our study are older than those Fox observed; they are learning
material that is essential to their performance as professionals. Qur tutors are also more
experienced tutors, and we conjecture that experienced tutors are more likely to give explicit
negative acknowledgments.

9.5 User-driven lexical choice

Yuemei Zhang (1991), who wrote our first generation program, remarked that verbs always
occurred in antonym pairs in the trasncripts, so “go up” is paired with “go down,” “increase”
with “decrease,” and “rise” with “fall.” When Kumar Ramachandran set out to implement
lexical choice in Version 2, he realized that the tutor’s choice was based on the student’s
choice. If the student used acceptable language, the tutor would continue with the student’s

choice. He named this practice “user-driven lexical choice.”

Ramachandran also argued that it was important for the machine tutor to make the student
familiar with different terms for the same parameter. So he caused the system to cycle
between the terms “Inotropic State,” “IS,” “Cardiac Contractility,” and “CC.” It was some
unfortunate repercussions of this last decision that led us to the discovery of the need for
turn planning. When the system used “Cardiac Contractility” later in a turn in which it
had first used “CC,” the student decided that the system was trying to hint, because people
usually give the full name of a term first and then abbreviate it. Freedman (1996) looked
at this example and some other bad turns and pointed out that lexical choice needs to be
carried out in the context of a turn; sentence level planning is not adequate here.

We are now concerned particularly with the choice of discourse markers like “so” and “then,”
which can help us communicate the tutor’s intent more clearly, and the choice of pronouns
and other anaphora. Kim et al. (2000) combined corpus-based machine learning with tradi-
tional linguistic analyses to create rules for discourse marker selection.

We are using GenKit (Nyberg and Tomita, 1988) as an engine for surface realization in
Version 3. We have found it to be both fast and flexible. Kim (2000) has written a first
grammar for Version 3, but more work will be needed to expand it. The implementation
of Zhou’s (2000) rules for generating hints in Version 3 requires changes to the both the
Student Modeler and the Turn Planner. The Turn Planner must pick up information about
the previous question and the student answer from the Discourse History and then use the
input from the Student Model to decide how to formulate the hint.
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Discourse Planner

Discourse Schemata
T-corrects-variable (CVP)

=

T-introduces-variable T-tutors-variable

l

T-informs T-tutors-via-determinants

T-tutors-determinant

T-elicits

l Primitives

Turn Planner

Primitive Buffer
Informs: introduce CVP
Elicits: determinant of CVP

Feature Structures
1. Primitive: informs
Topic: introduce
Variable: ((name CVP) (spelled-out no))
Discourse Marker: first

2. Primitive: elicits
Topic: determinant
Softener: can you tell me
Variable: ((name CVP) (pronominalize yes))

l Features

Surface Sentence Generator

Generated Sentences
First, let’s look at CVP.
Can you tell me what its determinant is?

Figure 7. Levels of Dialogue Planning from (Yang, 2000b, p. 64)




- a realization of the dreams that began when ONR funded Carbonell (1970) and Collins
thirty years ago in 1969.

Three important factors in our success, we are convinced, are the continued close collabora-
tion between expert tutors and the implementers, the determination to model the system on
human tutoring, and the opportunity for repeated trials with actual students at every stage
of development.

What have we learned? Most studies of one-on-one tutoring have shown it to be remarkably
effective for unmotivated, low-skilled teenagers. We have shown it to be just as effective for
highly motivated, highly intelligent adult learners.

Graesser describes real tutors as using few, if any, of the sophisticated strategies described
in the literature. As far as we can see, his tutors are all novice tutors. Our experts hint,
show contradictions, ask diagnostic questions, structure the dialogue so that the students
provide the answers whenever possible. We hope that our contrastive studies of novice vs.
expert tutors may lead to new and more effective training for human tutors as well as better
Intelligent Tutoring Systems.

Nothing can replace the insight gained by reading transcripts and talking to expert tutors,
but the addition of discourse markup and machine learning has given us a powerful new way
to confirm results, develop more effective rules, and give a scientific basis to this insight.
The work of Hume and Freedman and Junghee Kim have been fundamental to our research.

Hume’s studies of hints in tutoring have brought this important tutoring strategy to the
notice of the world of ITS. Zhou has now implemented these discoveries in a principled and
effective manner.

Hints are just one aspect of the multiturn discourse planning problems. Planning interactive
explanations and summaries has been a major effort as well - at the discourse planning level,
at the sentence planning level, at the lexical level. Our demonstration of the need for turn -
planning grew out of our efforts to do better lexical choice. We are continuing to work on
discourse markers and anaphora. As our system grew we developed a need for curriculum
planning, which Cho has satisfied.

Although the emphasis has been on language generation, interactive dialogue systems cannot
function without the ability to process user input. Here our work on spelling correction and
Glass’ Information Extraction parser are our most important contributions.

All of this work required planning engines. The work of Woo on dynamic planning aroused
a lot of interest when it was first published. The work of Freedman on dynamic, reactive

planning is being widely used. We are continuing to write new plans today. Of course, we
* must share the honors here with the CIRCLE project. It makes us very happy to see some
of these ideas continuing in the MURI research.

Any of the software described here is, of course, available to all who can use it. Please email
us at evens@iit.edu or call 312-567-513.
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